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The ocean model CODE and its application to Icelandic waters

Kai Logemann, JoOn Olafsson and Gudrun Marteinsdottir
Héaskola Islands

In order to gain deeper insights into the role of physical processes in determining the
variablity of the Icelandic marine eesystem the workgroup MARICE, University of
Iceland, is running a numerical model of the hydrodynamics of Icelandic waters and adjacent
seas. The ocean model CODEartesian coordinate®©cean model with threBimensional
adgptive mesh refinement and primitieguations,Logemann and Harms, 2006; Logemann
2007) is used which was recently developed at the University of Hamburg and the University
of Iceland. This way a dataset was created which contains thedihme@sional figds of
temperature, salinity and flow around Iceland covering the years 1948 to 2008 with a spatial
and temporal resolution of 1 km and 3 hours respectively.

Here we describe the model, its numerics and layout. Then, the simulation is presented and
analye d . Finally the simulationds accuracy i s
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1. Model description

CODE is a newly developed thregmensional, primitive equations;level, coupled sea
ice/ocean model. The basic idea behind CODE is the simulation of-dxde ocean
dynamics (length scale in the order o000 km) including the smadicale structures, with
length scales less than 10 km, of selected areas of interest. Additionally the computational
costs of the simulation should be minimised to enable the computation ofdecaiial runs

within an acceptabldength of time. Both points could be realised using adaptive mesh
refinement. Though this technique involves more complicated numerics the disadvantages of
conventional nesting (higher computational effort, missing coupling between several model
runs, nurarical errors at open boundaries) or finite element (higher computational effort)
approaches could be avoided. The current application which comprises the whole North
Atlantic/Arctic Ocean with highly resolved (1 km) Icelandic waters, running on an lotel C

2 Quad CPU, needs 25.2 hours for the simulation of one year.

1.1. Equations

Basically the physical state of the ocean can be described with seven variables. Using a three
dimensional Cartesian coordinate system, where tl@ yaxis span a horizdal plane (of
constant geopotential) and where theaxis points vertically upwards (parallel to the
gravitation vector) these variables are: the tht@eensional velocity vectofu,v,w), the
temperaturel, the salinityS the sea surface elevation and the densityr . The sea ice is

described by four basic variables: the tdimensional drift vectofu;,v;), the ice thicknesk;
and the ice coverags.



1.1.1. Ocean
1.1.1.1. Equation of motion and continuity

Using the hydrostatic and Reynolds stress approximation the horizontal acceleration is (e.qg.
Pedlosky, 1987)
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where f denotes the Coriolis parameteky, Ay turbulent exchange coefients, g the
gravitational accelerations ,the ocean background densiyr the sealevel air pressure and

F ; the tidal potential. The vertical velocity componemtresults from the equation of
continuity:
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whereD denotes the ocean depth. The vertical velocity at the sea surface)(defines the
temporal change dhe sea surface elevation

% =wW(z=2) (4)

1.1.1.2. Turbulence closure

The coefficient of horizoal momentum exchangdy is estimated using the approach of
Smagorinsky (1963)

A=l )\/aélﬁo g‘%@ %+_8 +%__8 ©

with the constant; = 0.4 and the mixing length. BecauseAy describes the turbulence
whichis not resolved by the modél,d e pends on t he modekdl® hori z
current version of CODE usdg= x o0 x<8 ¢pn and linear increasing values for larger

lw

values of grid spacing, up tp= X f apx = 1§38 km.



The coefficient of veical momentum exchangéy is estimated using the approach of
Kochergin (1987)

Qiu i m2 g v 2

A =(c,1,) \/max(o,%é% +2YE + S W (6)
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with c; = 0.05 and with the vertical mixing length= min(100 m, distance to gesurface,

distance to bottom)

1.1.1.3. Tides

The current version uses a simple first order approach to the tidal potential. Assuming
constant cedeclinations of 90° for moon and sun, it follows (eéAgel, 1987

F, =-0.87183@&In©0 - / )2 cos@  (t- t,)+2/)- 0.40233Gin©@0 - / )? cos@ w, (t- t,.)+2/) (7)

where ; denotes the latitude/ the longitudet the time,tg andtost he t i me of t he
and sunbds zeni twhw,tahe Gmeemdws caand nslunds radian

1.1.1.4. Wind stess and bottom friction

At the sea surface the vertical momentum transfer is

A, %(z=0>:/ w, W w2 ®)
and
A,%(z=0)=/ W, W+ W, 9)

with the constant =1.7310°° whereasw,, W, arex- andy-components of the wind speed in
10 m height.

The bottom friction is

A\,E(zz-D):-rBu\/u2+v2 (10)
A,u—pZ(z=-D)=-er\/u2+v2 (11)

with the constantg = 0.003.

1.1.1.5. Equation of state
The density sea waterr = 7 (S,T,p)° r(ST,-r, g 2) (12)

is computed using the EGED equationsNlillero et al., 1980).



1.1.1.6. Heat and salt conservation

Temperature and salinity changes are computed with@llg1982)
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where G=G(T, S, p)is the adiabatic lapse rate, computed with the equatidio@hoff and

Millard (1983) whereaQr andQs denotes the suof surface heat and freshwater fluxes. The
diffusivity coefficientsKy andKy are estimated with

_ A
Ky =2t (15a)
_A
i (15b)

with an assumed Prandtl number of Pr = 10.

1.1.1.7. Surface heat and freshwater fluxes

The surface hedlux is

Qr = Qsw +Quw + Qsenst Quar (16)

l.e. the sum of the short wave, long wave, sensible and latent heat flux.
The surface freshwater flux is

QS = QEVA + QPRE + QRO + QICE (17)

i.e. the sum of freshwater fluxes caused by evaporation, precipitatiorgffrand ice
formation/melting.

1.1.1.7.1. Absorption of solar (short wave) @diation

The amount of solar radiatid@swabsorbed by the ocean is computed with
Qow=(1- A)Qsy 4sm<12h - 2)7 i [t-to] < 6 1, els@sw=0. (18)

where A, between 0 and 1, is the ice covera@g,, the @sorbed solar radiation averaged

over 24 hourst the time in hourstot he t i me of t he apekaewadstu t he
(1963)and Pickard & Emery (1982)Q.,, is the difference between the arriving short wave
radiationQ swand ts part which is reflected at the sea surf@ge



(jsw = Qéw - QR (19)
It is

Qin =0.28A, t, ¥ (1- 0.0012C°) (20)
m

whereA, = noon altitude of the sun in degregs= length of day (sunrise to sunset) in hours
andC = cloud cover in oktas. The reflected amount of radiation is computed with:

Q; =0.15Qj,, - (0.01Qj,)’ (21a)

Inside the ocean an attenuation coefficient of 0.17 is assumed. l.e. the ocean layer from 0. to
2.5 m depth absorbs 35% of the incoming short waveatiadj the layer rom 2.5to0 5 m

25%, 51 10 m 20%, and 1D 20 m 20%. If the ocean is ice covered the amount of reflected
radiation is increased:

Q: =0.8Qj, - (0.01Qj, )’ (21b)

whereas the remaining amount is absorbed by the sea ice.

1.1.1.7.2. Long wave radiation balance

In order to compute the long wave radiation flQxy the StefarBoltzmann law (e.gGill,
1982 is applied:

Qw=Ss (6'2 TA4IR -6 TS4RF) (22)

with the StefarBoltzmann constans =5.670% 10° Wm? K™, Tar = air temperature close
to the surface (in K)Jsgr= sea surface temperature or the uppefasartemperature of the
sea ice (in K)g, =0.97 the emissivity of the ocean (or sea ice), and &fi@ykut (1986)

e, =0.7855(1+0.2232C>"°) (23)

theemissivity of the atmosphere, which depends on the cloud fmrtween 0 and 1).

The upper surface temperatufge,yp Of the sea ice depends on the air temperature. It is
assumed to bé0.27 °C- the freezing point of sea water with a salinity of %u,psomputed

with the function ofMillero (1978) - if the air temperature is above this freezing point.
Otherwise the sea ice is assumed to be in a thermodynamic equilibrium, i.e. the sum of the
short wave, long wave, sensible and conductive heat flux i® gero. The temperature value
which fulfils this condition is determined iteratively.



1.1.1.7.3. Thermal conduction and diffusive heat flux at the ice/ocean inte rface

The conductive heat flux through the ice is
Kk

Qcon = h (TICE,UP - TICE,DOWN) (24)
eff

with 4 =2.1Wm™ K*being the coefficient of thermal conductidwrg = hi/A; the effective

ice thicknessh; = mean ice thicknesg, = ice coverage). The temperedat the lower side of

the ice,Tice.pownis assumed to be equal to the freezing point of the adjacent sea water. This
temperature is also used to compute the diffusive heat flux at the ice/ocean interface. It is

TICE,DOWN - TOCE (25)
05Dz

Qor =70 Gy Ky

with ¢y being the heat capacity of sea waftscet he oceands temperatur.
0.5 DzandKy = 103 n? s* the estimated diffusivity below the ice cover.

1.1.1.7.4. Sensible and latent heat flux

After Gill (1982) the sensible heat flux is computed with

QSENS: rAIR CA bSENS wa +W$ (TAIR - TSRF) (26)

with the air densityr ,, =1.28kgm*, the spedic heat of dry airca = 1004 J kg K™, the
StantoRnumber b, =0.93 10°°, the wind speed components inand ydirectionwy, w,

the air temperature (in 2 m heighiy;r and the sea (or ice) surface temperatigig-
The flux of latent heat is

QLAT N LVAP bLAT v Wi +W)2/ (Sa - S) (273-)
over icefree areas and
QLAT =7 AR LSUB bLAT \ Wf +W>2/ (Sa - S) (27b)

over ice covered area

With Lvap = 2.5 MJ k@ being the sea water enthalpy of evaporatigfs = 2.8 MJ kg the
sea ice enthalpy of sublimation an_,, =1.5%10" the Dalton numbers, denotes the

specific humidity in 2 m height arslthe specific humidity closeotthe sea surface. These
values are computed with

_ 9 E(Tsre) (28)
Par - (1' g) E(TSRF)




and

s = g f E(Tar) (29)
: Par - (1' g) f E(TAIR)

with g=R /R, =0.622 being the ratio of the gas constants of air and water vapdiog,

relative humidity in 2 m height arfd the equilibrium vapour pressure. Using the formula of
H.G. Magnusit is (e.g.Mdller, 1973

75T

E(T) =6.1073 102°*T hPa (30)

with T being the air temperature in degree Celsius.

1.1.1.7.5. Fresh water flux

The flux of lateh heatQ_at also gives us the salinity increase caused by evaporation within a
surface layer of the thickned3z:

“_S:(l_ A)SL (31)

Mt Luae 7o Dz

whereA; again denotes the ice coverage between 0 and 1. Analogously the salinity decrease
caused by precipitatio (mass flux per unit area) is computed:

-P
ro Dz

B = A)S (32)

whereas over the ice covered areas precipitation (snowfall) is causing an increase of the ice
thicknesgh;

ph_, P

I“[t r ICE

(33)

Freshwater runofRO (volume flux) into a cell of horizontal spacingx causes the salinity
decrease

B_g RO (34)
it Dx‘ Dz
and a local increase of the sea surface elevation
RO
Wz RC (39
Mt Dx



Ice formation or melting, i.e. the thermodynamically caused change of the ice thibkness

%ﬂg causes the following salinity change

Qut%rh
s (s-s)&18 ~
ME: (;D;I':Tth 0 (36)

with the sea ice salinity = 5 psu and the sea ice density=930kgm™.

1.1.2. Seaice
1.1.2.1. Thermodynamics
After Hibler (1979) the thermodynamically caused change of the sea ice thickness is

subdivided intawo terms: The thermodynamically caused change of the existing icefgover
and the new ice formation within ifeee area$,. Hence, it is

aph g
8 =A f,+1- A)f, (37)

c ML =,

with
£ Wlame D270 e (<1, Jand® s <08

fo :1 L Lmelt I c Vi - (38)
to, else

and

=28 4508 (39)
GHL = M =

whereLmer = 250 KJ kg' denotes the sea ice enthalpy of fusion &) the freezing point
of sea water.

i 8 denotes the melting and sublimation at the upper side of the ice. It is

CHL =
B Q<1 (s)
ak{l !i 8 :\: Lsub (40)
M= 7- (Qew+Quw +Qsenst Qeon) - Quar else
’l\ I-melt sub ,

10



Melting or freezing at the bottom side of the ice depends on the sum of the diffusive and the

conductive heat flux
éE.,y—]!i g - QDIF - QCON (41).
C UI ~® I-melt ri

The thermodynamically caused change of the ice coverage is

o

TtE A8 f,>0
=1 -

A g Eh,
¢ H = IO else
- (42)
€0,if f, >0
|
+
{fh i,else
i 2h
with the empirical constarip = 0. 5 m, interprdt @adcdi aslblec b ®
(1979)

1.1.2.2. Mechanics

The twodimensional ice drift vectoru(v;) is computed with the following equations of
motion:

& = f Vi +[a,x +[W,X -9 E-'-Fx (433)
s pX

%:- fu +t,, +t,, - g%+Fy (43b)

wheref is again the Coriolis parameter,, ., are wind stress terms at the upper side of the

X710 ay

ice, t,,,t, are shear stress terms at the ice/ocean interfaceFarfe, are internal stress

w,x? 5w,y
terms resul ting -plastio nmeolbyy. Fihadlyr graslients bfsthe sea surface
elevationz are forcing the ice drift.

The wind stress ternage:

Fax =2 W o[WE +W, (44a)
' heff
I4 = /i W W2 + W2 (44b)
a,y heff y X y

with the friction parameter ,, =1.73 10°, and the effective ice thicknessy = hi/A.. The

shear stress terms at the bottom side depend on the relative velocity betwaen;)icend
ocean s, Vsr):

11
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W, X /I’O (ui - usrf)

t,,=-—— U, - Ug, (45a)
heff
/

tw,y =- hl = (V Vsrf) Vi = Vg (45b)

eff

with /, 5, =553 10°%. Weighted with thede coveraged these terms, multiplied withheg,
replace the oceanic wind stress terms of equation (8) and (9).

After Hibler (1979) the internal stress terms, which exist only in the case of convergent drift,
are:

€ & 1gp? v, 1pue 1 p(py) . MU WY
ih@gd+—=—o0—+——+——- — , if —+—<0
F=l & e+ iy e wy2g rhy ux(/z) Xy (46a)
%0, else
e 16U pu 1 pive P UL uv
ih —0 L+ = Ly- if —+—-<0
Fy=l ;& ez—uy TR uy(/z) (46b)
:0 else
with e= 2,
P=P" hexp(- C(1- A) 47
P* =5 kPa andC = 20.0.
After Semtner (1987the viscosity/ is estimated with
h= P (48)
Lo
MX Wy

The ice drift causes dynamically caused changes of the mean ice thickness ace the
coverage. The following equations describe the conservation of the ice volume:

AN G _ W) My p)ek 2, 00 g 49
gutg IJX(Ihi) IJy(l |) |§$ uyzg ( )
AAG _ M, a) My a)rk BEA LIEAQ 50
=0 “X(.A) uy(.A) g o (50)

with the mesh size dependent diffusion coefficieldf =23 10°s* Dx* which ensures
numerical stability.

12



1.2. Numerics

The modelequationsare numerically solved by using the techniqudinife differencesi.e.

the ocean is divided into cubes ofitinsize, and for each of these boxes the spatial average of
the variables mentioned above is computed. This spatial discretisation is performed by using
an adaptively refined, staggered Araka@ayrid (Mesinger and Arakawa, 19Y6 The
equations’ numericaéquivalents are formulated centred in space and forward in time.
Exceptions are the sea surface elevation (barotropic pressure) and the terms of momentum
advection and momentum diffusion which are treated implicitly. The terms of heat and salt
advection & also computed centred in space and forward in time. However, to keep the
model numerically stable and to avoid numerical diffusion a flux limiter functran (Leer,

1979 is used, which ensures the abidance of the total variation diminishing (TVDjioond

1.2.1. Temporal discretisation
1.2.1.1. Equation of continuity and equation of motion

Most of the model equations are solved with explicit schemes, i.e. the ocean state at time step
n+1 is assumed to be a function of the state at timerstep

X™=f(X"). (51)

Oceanic surface wave whose length is great compared to the water depth (shallow water
waves) travel with thepeed

c=,gD. (52)

Therefore, an explicit scheme for the computation of the sea surface elevation has tefulfil th
condition

Dx
—_—> D, 53
Dt g ) (

i.e. the wave must not pass more than one grid cell of horizontal spBeiwihin the time

step Dt. Taking a grid spacing of 1 km and a water depth of 3000 m this condition requires a
time step smaller than 6 s. In order to avoid such a small time step, which would drastically
increase the computationadsts, an implicit scheme for the computation of the sea surface
elevation is chosen. Here it is assumed:

xn+1:f(xn’xn+l). (54)

Inserting guation (3) into equation (4) yields:

z=Z 2

%:- ﬁ?%+“_“;8dz (55)
z=-D -

Introducing the temporal discretisation and the implicit scheme this becomes:

13



z™-z - a W Q < a w0
=-(1- ) n%+—8 - N +—8
z=-D W+ z:—DQ p'y+
with
n n+l
U =u"B 1y g e g
X
and
n n+l
v =y (1- c*) Dt gﬁ- c*Dtg o
Ky Ky

(56)

(57a)

(57b)

where c* denotes a weight between the time stapsnd n+1. Settingc*=0 leads to the
unstable explicit formc*=1 leads to the stable fully implicit version, which is however
overestimating the damping of surface waves. The current vergi@@O®E runs with

c*=0.65 and a time step dit=1200 s.

The sea surface elevation at the new time st&fis obtained by inserting eq. (57a) and

(57b) into eq. (56) and by solving the resulting system of equatiaasivisly.

u"*2B and v'*2® are computed with two further steps. The first step, fidno u™3 V" to
v”"m, contains the implicit momentum advection (using the upstream scheme) and

momentum diffusion:

RTINS § 7ROt 1 ST W NG W W
¢ 4 " " N7 0 % 0 ¥ & 2 Y &
VARV +Dté g%”w %+V"W %+W”W %8+£a n WV %8+£a n WV %8+£a n IV 3%

The second step contains the explicit computation of rotation and the forces
gradients of the density, air pressure and tidal potential field:

un%:a un+%+bvn- D[ggi h£+ 1 “pAlR_'_U-FTg
é rO z':zux fo (28 pX g

Vn+%:avn+%-bun'u%i :':‘]E'i'ip.pAlR""JFTg ]
8 To W o WY Wy g

whereas

a =cos(f Dr),

b =sin(f Dt),

(58a)

. (58h)

caused by the

(59a)
(59b)
(60a)
(60b)

14



with f being the Coriolis parameter. Hence, the Coriolis acceleration is simulated with a
energy conserving rotation of the horizontal velocitytee(Backhaus 1985)

a b
= b a-

au

e

(61)

|- GDOI
|-CDON
‘|-aDOr

e
O?ﬁ;mo

1.2.1.2. Advection of scalars

In order to avoid the strong numerical diffusion caused by tlsraggm scheme a FTCS
scheme forward in time, centred in spacés chosen. The properfyy of cell i within the
currentu (fig. 1.2.1.) is updated with:

i+ |

-I-in+1 :Tin _ l"lirjl Dt (Tn - Ti—nl)_ uin Dt ( n Tn) . (62)

2 Dx

Fig. 1.21.: Three cells of the @rid with the propertyl within the currenu (directed from
left to right or vice versa).

However, the scheme of eq. (62) is unstable but becomes practicable when intraducing
Leer 0s flux-Iingitér 9function which ensure the abidance of théotal variation
diminishing(TVD) condition. This way, the advection scheme will show minimal numerical
diffusion and complete avoidance of so calieershoots i.e. unrealistic high or low values
of the advected property causedrymerical dispersion (fig. 1.2.2.).

By considering also the celldés next but one

Q. = =T Kk, + i+2 = lin K, , (63a)

T ST
QL—T': Tz k1 T TI” K, , (63b)

whereak;,andk; i ndi cate the currentbéds direction:

15



_&Lif (ur,+ur)z 0
_}0, else

Ky K =1-k (64)

The flux through the right and left wall of célls controlled by the two fltwlimiters

FL, = 219l (652)
1+[Qg|

rL, =t Q] (65b)
1+]Q,|

When inserted these into the FTG&heme (eq. 62), it follows:

n+ I:I n n n
T t=- ﬂui-l kl (Ti+l FLg- T, FLL)

- %uin k2 (T|n FLR - T|n1 FLL)

Dt (66)

-l (T (20 L) - T 20 FL)

Dt n n n
- ook, (T (2- L) - T (2- FL)

The fluxlimiters mode of operation is to filter out only a minimum of the short wave part of
the advected signal and to conserve its shape afterwards (fig 1.2.2).

16
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Fig. 1.2.2.:Advection of a rectangulaignal (width of 7 km) withu= 1 m s!, Dx = 1 km,

Dt = 60 s. The signal after 3, 12, and 21 hours is shown. The red curve shows the analytical
solution, the black curves show the numerical solutiol diffusive upstream sche mdy)
dispersive LaxWendroftschemec) FTCSscheme with van Leer flukmiter.

The scheme shown above only works correctly in an explicit formulation. BitH1200 s,
Dx=1000 m andDz=2.5 m the stability condition

%>u,v and E>W (67)
Dt Dt

is fulfilled only if u< 0.8 m & andw < 2 mm &'. For the vast majority of grid #e this
condition will be always fulfilled. But for a small number of cells the scheme could become
unstable from time to time. In order to avoid that this small minority of cells is dictating the
time step thereby slowing down the whole simulation, allpartition of the time step int®
subtime steps is used. Considering also the stability of the diffusion scheme the number of
sub steps at cell is:

_ 4lu|Dt 4)v|Dt 4|w|Dt 4K, Dt 4K, Dt
K. =int(max(, : , , 2 2
Dx Dy D Dx; Dz

) (68)

Addtionally K; is not allowed tdoe smaller than half of the highest value of all adjacent cells
(here denoted with1, i-1).
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Hence, the properfl; is updated with the subtepsk = 1K é ,

k+1 k k k
n+ n+—  n+— N+

T ?i:f(Ti Ki1Ti-1KiiTi+1Ki’ui’vi’\Ni’KH,i’KV,i) (69)

i.e. with the subtime stepDt', = % :
The first substepk = 1 consists of a spatial loop over all grid cells. The secondteyk = 2
only accesses those cells wKkr1, and so on, until all cells have reached time levdl.
Linear temporalinterpolation is used to synchronise delhd its neighbours, e.g.:

k

K - k*
s n+k* Ki n+k* n
TS =T e s () (70)
with
k* = min(L, Kk ). (71)

i+1

1.2.2. Spatial discretisation

CODE uses the technique of adaptive mesh refinement. l.e. the size of the cubes, resolving the
ocean, can be varied within the same computatiomlsnh . This way the mo
resolution can be adapted to the demands of nature. For spatial discretisation and organisation

of gr i d c edlgbrshm ofKhokhidvt (19@8¢isoused (fig. 1.2.3.). The grid cells

formed herein are allocated to mabf natural numbersn(m which define the degree of

horizontal 6) and verticalih) mesh refinement. Hence, a cell has the horizontal size

Dx=Dx,3 2" (72)
and the vertical
Dz=Dz,3 2", (73)

with Dx,, Dz,beingthe uniform horizontal and vertical size of the basic cells of adaption

level (0,0). At the first step the model domain is resolved with these basic cells. The next
steps consist of horizontal, columwvise adaptive mesh refinement. Afterwards the mesh is
adaptively refined vertically. This way distinct columns are formed which are necessary for a
clear computation of the hydrostatic pressure. The model equations are only solved on the

Al eaves o, i . e. cells of t he f iingadlls ateenote | of
removed from the computer memory but recei v
each time step.

18



Sesesdreras

........................
......................

Fig. 1.2.3: Schematic process of adaptive grid refinement, following the algorithm of

Khokhlov (1998) The large cube onthe lefti de (adaption |l evel 0) is
adaption | evel 1. Hence t he mo d e | equation
However, t he fiparent cell 0 is not removed f

average properties of ithildren at each time step instead.

The maximal difference of the adaption level between two adjacent cells is 1. Each cell
obtains an index Adjacent cells of the same adaption level or, if not exisiting, of the next

lower level are located with theakiablenb(i,k), whereas the indek= 1, 2, é, 6 def i n
direction (west, east, south, north, down, up). This way, the following difference
approximations are formed:

LU o T(nb(i,2)) - T(i)

=%+ 159 S (74)
M—I(xz %) © T(nb(i,2)) - 2Tgi)+T(nb(i,1)) (75)

X Dx

or

b o - o T(nb(nh(i,2),2)) - T(nb(i,2))

&(X—XO+%DX) ~ . (76)
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1.3. Model layout

A model layout was chosemhich enables a highly resolving simulation of Icelandic waters
embedded in the North Atlantic system. This way, also remote large scale structures like the
Subtropical Gyre or the Beaufort Sea Ice Gyre and their linkage to the climate of Icelandic
watersare included. The model domain is assumed to be closed along the equator and within
Bering Strait. A model drift towards unrealistic temperature and salinity fields is avoided by a
365 days Newtonian relaxation towards climatologic values. This schemesalihe
simulation of decadal and shorter scale variability, however slightly tetenating the
decadal variability.

1.3.1. Model domain and adaptive mesh refine ment

With a blending technique between five different stereographic projections, hawing th
projection points on the 40°W meridian between the North Pole and the Equator, the North
Atlantic topography GEBCO 2003 topography (BODC 2003)) is transformed into a
Cartesian coordinates system. Afterwards, neglecting the Mediterranean, the North
Atlantic/Arctic Ocean basin is subdivided into basic grid cells of 128 km horizontal and 160
m vertical spacing (fig. 1.3.1.).

80 |-

&0 |-

40

0

0 -

Fig. 1.3.1: The model domain in Cartesian coordinates resolved with basic grid cells of 128
km horizontal spacing.
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Then, staticadaptive mesh refinement, based on topographic structures, is applied. The
horizontal refinement level 10x = 64 km) is applied to the Nordic Seas, the North Sea, the
Irminger and Iceland basin, the Canadian Archipelago and along ttieeno MidAtlantic

ridge. (fig. 1.3.2.).

&0

10 o

40

z0 |-

0 b

Ll 0 40 &0 &0 100

Fig. 1.3.2:The computational mesh after the first step of horizontal mesh refinement.

The refinement level 2[Px= 32 km) is applied along the Greenlaleéland Scotland ridge,
the Greenlandnd NorthWest European shelf (fig. 1.3.3.).
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Fig. 1.3.3.:The computational mesh after the second step of horizontal mesh refinement.

The refinement level 3[x= 16 km) is applied along the Greenlaiogland Scotland ridge
and tothe Davis Strait (fig. 1.3.4.).
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Fig. 1.3.4.:The computational mesh after the third step of horizontal mesh refinement.
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The refinement level 4x = 8 km) is applied along the Greenlalogland Scotland ridge, to
the Davis Strait athalong the steepest slopes ofthe Iceland Sea (fig. 1.3.5.).

G
H

i
iHI_H:j [

Fig. 1.3.5.:The computational mesh after the fourth step of horizontal mesh refinement.

The refinement levels 5, 6 and DX= 4, 2 and 1 km) are applied to the coastaters
around Iceland (fig. 1.3.6., 1.3.7. and 1.3.8.).
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Fig. 1.3.6.:The computational mesh after the fifth step of horizontal mesh refinement.
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Fig. 1.3.8: The computational mesh after the final seventh step of horizontal mesh
refinement.

Vertically the adaptive mesh refinement is firstly applied to the near surface ocean of the
entire model domain. Using six steps of mesh refinement the basic celle$sdBry =160 m

is reduced toDz=2.5 m close to the sea surface (fig. 1.3.9.).

24



ﬁﬁ:
10 m

10 m
10 m

20 m

Z0m i :
Z0m | eeeeeeeeeeeeenes

40 m
40 m

80 m Y
80 m Z

160 m

160 m

Fig.1.39.The computational meshdés vertical struc

Additionally, depending on the horizontal level of refinement, a minimuml leveertical

mesh refinement is set. Hence, grid cells wibh=1 km have a maximal thickness D£=10

m (see table 1.3.1.). However, thereby the general structure with higher vertical resolution
close to the sea dace and a reduced resolution for deeper waters is not altered. CODE does
not use a vertical mesh refinement close to the sea bottom.

level of horizontal Dx[km] minimum  level of Dz,,0 [M]
mesh refinement vertical mesl
refinement

0 128 0 160
1 64 0 160
2 32 0 160
3 16 0 160
4 8 1 80
5 4 2 40
6 2 3 20
7 1 4 10

Table 1.3.1.:The minimum level of vertical mesh refinement as a function of horizontal mesh
refinement.
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1.3.2. Forcing data

The atmospheric forcing is tak from the NCEP/NCAR ranalysis data sgKalnay et al.

1996) It consists of skhourly fields of the following seven variables: precipitation rate,

specific humidity (2 m), sea level pressure, air temperature (2 m), total cloud cover, zonal and
meridional wind speed (10 m). Thisdataprepr ocessed by interpolatir
basix¢e= (Ig2 8 k m) grid. Further i nterpol ati on,
parts and temporally for each time step, is done during the simulation.

Around Iceland the freshwater releasf numerous rivers is a further important process of
forming the oceands upper Jlayers stratificat
and to the ocean's primary production as well. To simulate this, the model uses estimates of
the monthlymean freshwater runoff along the Icelandic coast line. This data set is based on
simulations of the hydrological model of Orkustofnun, the National Energy Authority of
Iceland . This way the model contains the discharge of 58 Icelandic rivers (fig. 1.3.10.

FHH
HH

annual mean runoff

I 50 m®s™

|

Fig. 1.3.10.:The location and mean discharge of rivers included within the simulation.

The simulated temperature and salinity fields are restored to the climatologic fields of the

PHC (Polar Science Center Hydrographic Climatology) data(&tetle et al. 2001). The

restoring consists of a 3&tays Newtonian, scale selective scheme towards the 12 monthly
fields of the PHC. The term fAscale selectiVve
climatology are computed only up to the horizongsgalution of 16 km (refinement level 3).

If the grid cell is smaller, the correction term of the surrounding 16 km cell (in the
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terminology of the tre@ | gor i t h m: the 16 km Aancest-or 0 cE¢€
scale structures which cannot bealesd by the climatology are not damped by the restoring.

1.3.3. Output data

During the simulation threbourly means of the following 12 variables, describing the
oceanb6s physical state, are computwm)thend st o
sea surface elevationz(), the temperatureT] and salinity § field, the horizontal and

vertical exchange coefficient&\, Av), the sea ice driftf, vi), the sea ice thicknesk;and
coverage Aj). The averaging periodf three hours was chosen to resolve tidal dynamics.
Additionally, in order to obtain deeper insights into the r&aface thermodynamics, the
threehourly means of following variables are stored: sea surface freshwater flux
(precipitationi evaporationP-E), shortwave radiative heat fluxQ@sw), longwave radiative
heat flux QLw), latent heat flux@_ar)and sensible heat fluXQgens.

1.3.4. The NIIC problem

The North Icelandic Irminger Current (NIIC), (fig. 2.1.1.) carries warm and saline Atlantic
Water northwards through Denmark Strait and further eastwards onto the north Icelandic
shelf. Therefore this current is of great importance for the climate of the West and North
Icelandic waters, and also for the position of the Icelgabe Front as numeal simulations
indicate.

First simulations with the layout described above showed an -@stiemated NIICi around

0.3 Sv (1 Sv= 10n? s) instead of the value ofaround 1 Sv given by current measurements
(Kristmannsson et al. 1989, Kristmannsso®98, Jonsson & Briem 2003, Jonsson &
Valdimarsson 2005). This led to uneestimated salinity and temperature values north of
Iceland. Different friction and turbulent exchange parameterisations were tested without
leading to significant changes regardimg simulated NIIC volume flux. Because the NIIC
variability is closely related to the regional wind field variability (Olafsson 1999, Logemann
& Harms 2006) we assumed the cause of error within the used wind fields. The increase of
the derived wind stres@lues led to an even more pronounced weséimation of the NIIC.
Hence, we concluded that smaller scale wind field structures, not resolved by the used
NCEP/NCAR data, could have been the missing forcing. In order to correct this we amplified
the windstress in eastern Denmark Strait up to the factor of 2 when its direction was forcing
the NIIC (northwards). Finally, the response was a stronger NIIC within the range of 1 Swv.
However, it will be shown in chapter 2 and 3 that the local wind stress arafidifi caused

an overestimated volume flux variability and an ovestimated near surface drift.

Recent numerical experiments and model analysis point towards a high sensitivity of the NIIC

to the density contrast across the Polar Front in Denmark .Stifagt higher the mainly
temperature induced density difference between the warm, less dense Atlantic Water and the
cold, more dense Arctic Water the stronger the NIIC. The Atlantic Water entering the west
Icelandic continental slope with the Irminger Cunrés causing a region of low hydrostatic
pressure which is balanced by a locally increased sea level. However, this is causing a band of
high pressure at water c 0 |-surface Gupper2p@®@ m), part
mainly barotropic northward fle of Atlantic Water through eastern Denmark Strait.
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Further numerical experiments should be carried out to prove this theory, which says that the
NIIC is primarily densitydriven whereas the wind stress just amplifies or weakens the basic
flux.

Thetheoy woul d also say t hat-estinlate thendli€ evhed being t t i t
forced by realistic wind stress fields is caused by uedémated meridional advective heat

fluxes of the NorthAtlantic and/or ovetestimated diffusive heat fluxes whichlaace the

former. Such model error would not be surprising regarding the big uncertainties about these
fluxes even within the field of theoretical oceanography.
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2. Results

In this chapter the simulated temperature, salinity and flow fields are prdsemd discussed.
Though the model represents the whole North Atlantic we will focus on the upper 50 m of the
water column around Iceland, ie. the most productive layer of the Icelandic marine
ecosystem.

2.1. Seasonal cycle

Fig. 2.1.2. shows the simuét seasonal cycle of nesurface temperature (mean over the
upper 50 m) around Iceland. In the newtbst, the cold Polar Water of the southward East
Greenland Current (EGC) is separated by the sharp Polar Front from the warm Atlantic Water
of the northeastward North Icelandic Irminger Current (NIIC), (see fig. 2.1.1.). The heating
effect of the NIIC can be seen along the entire northern shelf, however being continuously
weakened towards the east by mixing with the Arctic Water of the eastward EastlIcelan
Current (EIC) being located further offshore. East of Iceland the Arctic Front (leEkoe

Front) separates the Arctic waters of the EIC from the Atlantic Water of the northward North
Atlantic Current (NAC). The NAC supplies the sowfist and souttcélandic waters with

heat of subtropical origin leading to explicit milder conditions here. This is also valid for
southwest and west Icelandic waters being supplied with the Atlantic Water of the Irminger
Current (IC), a branch of the NAC flowing northsda along the western flank of the Mid
Atlantic Ridge (Reykjanes Ridge).

Coldest conditions appear during March with mean temperatures of the upper 50 m between 2
and 4°C over the northern and between 5 and 6°C over the southern shelf. The warmest
month 8 August with 7 to 9°C in the north and 10 to 12°C in the south. Though the advection
of heat by the general circulation forms the basic structure of the temperature field around
Iceland, the seasonal cycle is mainly produced locally, by the seasonabttiedeincoming

solar radiation. Furthermore, the seasonal cycle is damped by the advection. This explains
why temperature maxima and minima appear at-sbare shallow areas which are least
exposed to advection of eshore waters (e.g. the Breidarfigdarea). In other words: The
advection of Atlantic Waters prevents the formation of sea ice during winter but it also
prevents a vivid Icelandic beach live during summer.

Compared to the temperature, the salinity around Iceland shows a less distincalsepsle

but a rather steady mainly advectively formed structure. Fig. 2.1.3. shows the low saline Polar
Water (S<34.5 psu) along the East Greenland coast, the Arctic Water with a salinity between
34.5 and 34.8 north of Iceland and the saline AtlanticeVg8>34.8 psu) to the south. (Note

that the given salinity values are describing the simulation and should not be understood as
strict water mass classifications.)

However, the seasonal signal visible in fig. 2.1.3 is mainly related to melting of iceagDu
summer, melting sea ice and increased glacier river runoff along the Greenland coast freshens
the waters of the EGC. North of Iceland a smaller part of this freshwater branches eastwards,
freshens the EIC and thereby affects mainly the realtern castal waters. Another
seasonal signal is caused by the discharge of Icelandic rivers which has, in the majority of
cases, a pronounced spring time maximum, caused be snow and glacial ice melt.

Fig. 2.1.4. shows the seasonal cycle of the -seailace flowaround Iceland. The most

prominent features, with velocities up to 30 cth are the EGC along the East Greenland
coast and the northward directed IC along the Reykjanes Ridge and the continental slope with
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the NIIC being its extension north of Denmarka®. The EIC, northeast of Iceland, shows
slightly lower velocities between 10 and 20 cth srhereas the rather broad and sluggish
northreastward NAC is not faster than 10 cth €specially soutleast of Iceland the near
coastal flow field shows a inmsistent structure being dominated by the variable wind field.
Only during late spring and summer the higher amounts of coastal freshwater lead to the
formation of a pronounced coastal current, the Icelandic Coastal Current (ICC) flowing
clockwise aroundhe island.

The EIC and IC are more intense during the winter caused by the generally stronger wind
stress curl at that time. However, the NIIC shows a transport maximum during summer (not
clearly noticeable in fig. 2.1.4.) which points towards a ratt@rsity driven nature of this
current, which benefits from the reduced southward wind stress north of Denmark Strait
during this time of the year. The EIC also shows a late summer maximum which could be
related to its higher content of freshwater at timét
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Fig. 2.1.1.: The simulated mean April flow field (uppermost 50 m) and marks of the main
ocean currents around Iceland. The abbreviations are:EE£3t Greenland Current, EIC
East Iceland Current, NIIG North Icelandic Irminger Current, ICC Icelandic Coastal
Current, ICI Irminger Current, NAQ North Atlantic Current
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Fig. 2.1.2.: The simulated mean seasonal cycle of 1maface temperature (mean over the
upper 50 m). Averaged monthly means from 1948 to 2008.
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